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This document describes the demonstration of method precision and accuracy for laboratory analyte 
determinations utilizing a protocol designed to be completed within five working days or less. 
A guideline for global application developed through the NCCLS consensus process. 
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Abstract 
 
NCCLS document EP15-A—User Demonstration of Performance for Precision and Accuracy; Approved 
Guideline describes the demonstration of method precision and accuracy for analyte determinations 
performed within the laboratory.  Included are guidelines for the duration, procedures, materials, data 
summaries, and interpretation techniques that are adaptable for the widest possible range of analytes and 
device complexity.  A balance is created in the document between the complexity of design and formulae, 
and the simplicity of operation.  The protocol is designed to be completed within five working days or 
less.  Definitions are provided for “within-run” and “total” precision. 
 
NCCLS. User Demonstration of Performance for Precision and Accuracy; Approved Guideline. NCCLS 
document EP15-A (ISBN 1-56238-451-1). NCCLS, 940 West Valley Road, Suite 1400, Wayne, 
Pennsylvania 19087-1898 USA, 2001. 
 
 
 
 

 

 
THE NCCLS consensus process, which is the mechanism for moving a document through two or more
levels of review by the healthcare community, is an ongoing process. Users should expect revised
editions of any given document. Because rapid changes in technology may affect the procedures,
methods, and protocols in a standard or guideline, users should replace outdated editions with the
current editions of NCCLS documents. Current editions are listed in the NCCLS Catalog, which is
distributed to member organizations, and to nonmembers on request. If your organization is not a
member and would like to become one, and to request a copy of the NCCLS Catalog, contact the
NCCLS Executive Offices. Telephone: 610.688.0100; Fax: 610.688.0700; E-Mail: exoffice@nccls.org;
Website: www.nccls.org 
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Foreword 
 
Before a clinical laboratory method can be used for testing patient samples, its analytical performance 
must be evaluated to demonstrate that the method provides the medically required precision and accuracy. 
The scope of method evaluation varies according to what organization is performing the evaluation and 
what is already known about the analytical performance of the method. In order of decreasing amounts of 
effort, the scopes of evaluation are:  
 
• Evaluation — a measurement of the analytical performance characteristics of a new method by means 

of laboratory experiments. 
• Validation — a) action (or process) of proving that a procedure, process, system, equipment, or 

method used works as expected and achieves the intended result; or b) confirmation by examination 
and provision of objective evidence that the particular requirements for a specific intended use can be 
consistently fulfilled. 

• Verification — confirmation by examination of objective evidence that specified requirements have 
been fulfilled. 

• Demonstration — assessing whether a laboratory can follow the manufacturer’s instructions and 
obtain expected results. 

 
The focus of this guideline is a demonstration of analytical precision and accuracy of an analytical 
method by a laboratory.  This guideline is intended to be a companion document to NCCLS document 
EP5 —  Evaluation of Precision Performance of Clinical Chemistry Devices and NCCLS document EP9 
— Method Comparison and Bias Estimation Using Patient Samples.  EP5 and EP9 are intended for 
validating and verifying performance claims.  EP15 is intended for demonstrating (rather than “proving”) 
that a laboratory’s performance is consistent with these claims. 
 
This guideline has been developed to guide the user through minimum studies necessary to demonstrate 
that the user can obtain precision and accuracy performance consistent with the manufacturer’s claims 
and, if proficiency testing materials are used, consistent with the test system’s peer group as well. It is 
assumed that the method’s performance has previously been evaluated by the manufacturer, using 
protocols designed to validate and verify performance.  It is also assumed that the method being evaluated 
has been thoroughly evaluated previously in other settings, and that the method and user are inherently 
capable of the performance claimed by the manufacturer. The experimental and statistical protocols have 
relatively weak power to reject claims with statistical confidence and therefore should only be used to 
demonstrate that the method, as performed by the laboratory, is operating in accordance with the 
manufacturer’s claims.  This guideline is very limited in scope and is appropriate only for demonstration 
studies. 
 
The subcommittee had two principal goals during the development of EP15.  One was to develop a 
testing protocol that is simple enough to be applicable in laboratories with a wide variety of sophistication 
and resources, from the point-of-care or physician’s office laboratory to the large clinical laboratory.  The 
second was to develop a protocol that is sufficiently rigorous to provide statistically valid conclusions for 
demonstration studies. To meet these two needs, the subcommittee developed three- and five-day testing 
protocols and simplified worksheets for all data gathering, statistical calculations, and tests of observed 
precision and accuracy.  
 
This document is primarily intended for use when an established method is being initially set up in the 
laboratory.  It provides protocols for demonstrating precision and accuracy.  Protocols for validating the 
manufacturer’s suggested reference ranges are included in the most current edition of NCCLS document 
C28 — How to Define and Determine Reference Intervals in the Clinical Laboratory. 
 
There is another NCCLS guideline requiring minimal effort to assess analytical performance: EP10 — 
Preliminary Evaluation of Quantitative Clinical Laboratory Methods.  While fairly complex, since it is 
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based on a multifactor design, it is fairly limited in the amount of data generated.  As its title states, EP10 
is only appropriate as a preliminary study.  EP10 is intended for use in rapid preliminary evaluations of 
precision, bias, sample carryover, drift, and nonlinearity.   
 
Key Words 
 
Accuracy, demonstration of performance, precision 
 
A Note on Terminology 
 
NCCLS recognizes that harmonization of terms facilitates the global application of standards, and as a 
matter of organizational policy, is firmly committed to employing terms that are generally used 
internationally. This initiative includes a mechanism to resolve ISO/CEN/NCCLS differences in 
nomenclature.   
 
However, NCCLS is also aware that medical conventions in the global metrological community have 
evolved differently in the United States, Europe, and elsewhere; that these differences are reflected in 
NCCLS, ISO, and CEN documents; and that legally required use of terms, regional usage, and different 
consensus timelines are all obstacles to harmonization. Therefore, implementation of this policy must be 
an evolutionary and educational process that begins with new projects and revisions of existing 
documents.  
 
Of particular note in EP15-A are several terms whereby NCCLS intends to eliminate confusion, over 
time, through its commitment to harmonization.   These terms and their ISO counterparts include: 
Accuracy vs. Trueness; Analyte vs. Quantity; Analytical method vs. Measurement procedure; Total 
precision vs. Reproducibility; Within-run precision vs. Repeatability; Reportable range vs. Measuring 
range; and Total error vs. Error of measurement. The users of EP15-A should understand that the 
fundamental meanings of the terms are identical, and to facilitate understanding, the terms are defined 
along with their ISO counterpart in the guideline's Definitions section.  
 
All terms and definitions will be reviewed for consistency with international use, and revised 
appropriately during the next scheduled revision of this document. 
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User Demonstration of Performance for Precision and Accuracy;  
Approved Guideline 

 
1 Introduction 
 
This guideline has been written to assist the laboratory in bringing an established method (or device or 
analytical system) on line. It presumes that the method has been checked by the manufacturer and is 
known to be functioning properly. This guideline provides a minimum implementation protocol necessary 
to demonstrate that a particular example of a method is operating in accordance with the manufacturer’s 
claims. The laboratory must test the method against these targets for the protocols in this guideline to be 
applicable. 
 
The guideline is also intended to provide a procedure with which a laboratory can demonstrate acceptable 
performance as a follow-up to corrective actions taken after a failed proficiency-testing event. 
 
The specific characteristics addressed in this document are precision (within-run and total) and accuracy 
relative to an accepted standard.  Upon successful completion of the protocols recommended in this 
guideline, the laboratory will have demonstrated that the system is operating in accordance with the 
manufacturer’s claims for precision and accuracy. 
  
This document leads the user through the process of determining the match between the laboratory’s 
actual performance and the expected performance of the method.  If the laboratory’s performance is not 
consistent with the expected level of performance, remedial actions will probably be required. 
 
Underlying this protocol is an assumption that the user can operate the method properly and obtain the 
performance claimed by the manufacturer. 
 
1.1 Scope 
 
Prior to selecting a method for an analyte and evaluating that method’s analytical performance, the 
laboratory must establish minimum performance specifications for the method based on the laboratory’s 
clinical and proficiency testing needs.  Lists of medically based analytical performance standards are 
given in the references.1-4 Some regulatory and accrediting programsa (e.g., CLIA, CAP) specify 
minimum performance standards, most frequently for proficiency testing.  If regulatory performance 
standards apply, these define the minimum performance the method must achieve.  These standards are 
expressed in terms of total allowable difference (total error) from a reported group mean value or true 
value of the concentration of the analyte.  Precision and accuracy goals in terms of allowable standard 
deviation and bias must be derived from allowable total error. Discussions of the relationship between 
allowable error and allowable standard deviation and bias are included in some of the publications listed 
in the references.1-4 
 
For the performance characteristics evaluated in this document, the following performance goal formats 
are recommended in order to conform to the evaluation result formats: 
 
Precision.  Precision goals should be stated as the maximum allowable SD and/or CV at each analyte 
concentration to be tested. 
 

                                                      
a For example, in the U.S., CLIA and CAP. 
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Accuracy.  Accuracy goals should be stated as maximum allowable bias at each analyte concentration to 
be tested.  Maximum allowable bias may be expressed as either an absolute concentration or as a 
percentage of the concentration. 
 
Total Error. Total error goals should be stated as the maximum permissible difference between an 
individual specimen’s result and the target value for that specimen.  The target value may be determined 
by:  
 
(a) the method’s peer group in proficiency testing 
 
(b) an assigned reference method in proficiency testing 
 
(c) a comparative method in a comparison of patient samples experiment 
 
(d) the manufacturer of a reference material 
 
Ideally the laboratory can select a method whose manufacturer’s claims for precision and accuracy are 
within the limits of the performance standards specified by the laboratory.  Other factors in this selection 
include application characteristics such as cost of operation, sample size, turnaround time, etc.   
 
The approach taken in this protocol is to demonstrate that observed performance is consistent with the 
manufacturer’s claims.  When multiple analytes are tested on a single analytical system, it may not be 
possible to select a single system, which has acceptable claimed performance for every analyte. Although 
the performance characteristics of most products fall within manufacturers’ claims, when a product’s 
claimed performance does not meet performance goals, this protocol is not appropriate for demonstrating 
performance.  Other, more rigorous NCCLS protocols should be employed to validate the methods 
performance against the user’s needs. 
 
This document provides experimental protocols and data analysis procedures designed to enable a user 
laboratory to demonstrate that it has obtained analytical performance comparable to that established by 
the manufacturer of an in vitro diagnostic device.  Generally this guideline will be employed when a new 
device is being evaluated prior to its application for routine testing in the user’s laboratory. 
 
As this guideline is very limited in scope, it is not intended for validation or verification of the analytical 
performance of a diagnostic device.  Other NCCLS guidelines have been developed for that purpose.  
This guideline has been developed for use in situations in which the performance of the device has been 
previously established and documented by experimental protocols of much larger scope and duration.  
Most often such documentation has been provided by the manufacturer and is part of the product labeling.  
The present guideline is to be employed by the user laboratory to demonstrate that it has obtained 
performance consistent with that documented by the manufacturer. 
 
Accreditation and regulatory agencies require laboratories to establish performance specifications for 
each analytical method, and to verify or demonstrate that the method’s analytic performance meets these 
specifications. This guideline specifically deals with demonstrating analytic precision and accuracy. 
 
More complete evaluations of precision and accuracy (as would be required to validate or verify the 
performance of a newly developed method), as well as guidelines for developing or validating reference 
ranges and for evaluating sensitivity and specificity are given in related NCCLS publications listed at the 
end of this document. 

An NCCLS global consensus guideline. ©NCCLS.  All rights reserved. 2



Volume 21 EP15-A
 
1.2 Standard Precautions 
 

treated as infectious and handled according to “standard precautions.” Standard precautions are new 
guidelines that combine the major features of “universal precautions and body substance isolation” 
practices. Standard precautions cover the transmission of any pathogen and thus are more comprehensive 
than universal precautions which are intended to apply only to transmission of blood-borne pathogens. 
Standard precaution and universal precaution guidelines are available from the U.S. Centers for Disease 
Control and Prevention (Guideline for Isolation Precautions in Hospitals. Infection Control and Hospital 
Epidemiology. CDC. 1996;Vol 17;1:53-80), (MMWR 1987;36[suppl 2S]2S-18S), and (MMWR 
1988;37:377-382, 387-388). For specific precautions for preventing the laboratory transmission of blood-
borne infection from laboratory instruments and materials and for recommendations for the management 
of blood-borne exposure, refer to the most current edition of NCCLS document M29—Protection of 
Laboratory Workers from Occupationally Acquired Infections. 
 
2 Overview of the Protocol 
 
All of the experimental work in this protocol can be completed in five days or less. 
 
2.1 Device Familiarization Period (Section 4)  
 
The device familiarization period is the time given to operators to become both familiar and comfortable 
with the details of the instrument’s operation and the assay procedure.  Including a familiarization period 
into the time line for an evaluation study is critical for meaningful evaluations of precision.  If the 
operator has not had the opportunity for a familiarization period, including the opportunity to perform the 
assay prior to beginning the precision protocol, the first data points generated by the operator may cause 
the laboratory to assume the test system has a higher level of imprecision than is actually the case. 
 
The familiarization period is also the time to verify that the QC materials the laboratory intends to use for 
the assay perform as expected. 
 
2.2 Precision Evaluation Experiment (Section 5) 
 
The precision evaluation experiment provides the user with guideline procedures for demonstrating 
precision performance.  Usually the manufacturer makes two types of precision claims—within-run 
precision (σwithin) and total within-laboratory precision (σtotal).  This section provides statistical methods 
for identifying gross deviations from both types of claims.  Two protocols are provided, based on a 
statistical power evaluation and based on the information provided by the manufacturer about the 
difference between σwithin and σtotal. 
 
2.3 Accuracy Evaluation Experiment (Section 6) 
 
The accuracy evaluation experiment provides the user with two different approaches.  Either or both may 
be used.  
 
(a) Comparability. Accuracy may be assessed by way of a split-sample comparison experiment, by 

analyzing 20 patient samples well distributed over the entire test range.  Results from the two 
methods (the method under evaluation and a comparative method) are compared to determine if 
significant bias exists. 
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(b) Recovery of expected values from assayed reference materials. Accuracy may be assessed by 
analyzing proficiency test materials and other assayed materials, and comparing the results for the 
method under evaluation to those obtained by the method’s peer group. 

 
2.4 Reportable Range and Reference Ranges 
 
User demonstration of reportable range is included in the most current version of NCCLS document EP6 
— Evaluation of the Linearity of Quantitative Analytical Methods.  User verification of reference ranges 
is included in the most current version of NCCLS document C28 — How to Define and Determine 
Reference Intervals in the Clinical Laboratory. These topics are not covered in this document. 
 
3 Definitionsb 
 
For the performance characteristics evaluated in EP15-A, the following terms and their definitions are 
appropriate. Please note that the terms appear along with their ISO counterpart and corresponding 
definition, where appropriate. 
 
Accuracy, n - The term Accuracy is defined the way ISO  defines the term Trueness, i.e., the closeness 
of agreement between the average value obtained from a large series of test results and an accepted 
reference value. 
   

6

phenomenon, body, or substance that may be distinguished qualitatively and determined quantitatively.  
  
Analytical method, n - This term is defined the way VIM defines Measurement procedure; i.e., set of 
operations, described specifically, used in the performance of particular measurements according to a 
given method. 
 
Peer group, n - In proficiency testing, a group of presumably identical test systems. 
 
Reportable range, n - The range of values (in units appropriate for the analyte) over which the 
acceptability criteria for the method have been met; that is, where errors due to nonlinearity, imprecision, 
or other sources are within defined limits; NOTE: This is similar to the VIM definition for Measuring 
range or working range, i.e., a set of values of measurands for which the error of a measuring instrument 
is intended to lie within specified limits.  
 
Total error, n - The difference between an individual specimen’s result and the target value for that 
specimen; NOTE: This is similar to the VIM definition for Error of measurement, i.e., the result 
of a measurement minus a true value of the measurand. 
  
Total precision, n - Total precision is defined the way VIM defines Reproducibility (of results of 
measurements); i.e., closeness of the agreement between results of measurements of the same measurand 
carried out under changed conditions of measurement. 
 
Within-run precision, n - Within-run precision is defined the way VIM defines Repeatability (of 
results of measurements); i.e., closeness of the agreement between results of successive measurements of 
the same measurand carried out under the same conditions of measurement. 
 

 
b Some of these definitions are found in NCCLS document NRSCL8—Terminology and Definitions for Use in NCCLS 
Documents. For complete definitions and detailed source information, please refer to the most current edition of that document. 
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4 Familiarization Period 
 
After the system has been checked out by the manufacturer, staff must become familiar with the 
operation, maintenance procedures, methods of sample preparation, calibration, and monitoring functions.  
The length of time required for this process is variable, depending on the complexity of the device. 
Calibration should be verified during this period, if appropriate. At the end of this time, the operator(s) 
should be confident in the operation of the device. 
 
4.1 Operator Training 
 
The operation, maintenance procedures, methods of sample preparation, and calibration and monitoring 
functions must be learned.  Some manufacturers provide this training.  The device should be set up and 
operated in the individual laboratory long enough to understand all of the procedures involved to avoid 
problems during the evaluation of its performance. Training should include the use of actual sample 
material (including pools, controls, leftover patient specimens, or any other test materials appropriate for 
the device. 
 
All possible contingencies (such as error flags, error correction, calibration, etc.) that might arise during 
routine operation should be carefully monitored.  Data should not be collected during this period. 
Operator training is not complete until the user can confidently operate the device. 
 
4.2 Quality Control Procedures 
 
Quality control procedures to be followed during the evaluation are established during the familiarization 
period.  It is important to establish that the device is operating in accordance with the manufacturer’s 
specifications. To demonstrate this during an evaluation, use the control procedures recommended by the 
manufacturer.  Due to the short duration of this protocol, the estimated standard deviations should not be 
used by themselves to establish quality control ranges.  For guidance on establishing ongoing quality 
control procedures, refer to the most current edition of NCCLS document C24—Statistical Quality 
Control for Quantitative Measurements: Principles and Definitions. 
 
4.3 Materials for Precision Experiments 
 
Materials to be used as samples for precision experiments are tested during this period to verify that they 
perform as expected.  Since precision is directly related to concentration, analyte concentrations should be 
focused at or near medical decision points.  For example, a glucose method’s performance should be 
assessed at a concentration near 126 mg/dL, above which concentration, a fasting glucose result may 
indicate disease.  For certain analytes, it may also be important to measure precision at the upper and 
lower limits of the reportable range.  Normally, it is sufficient to select materials that have analyte values 
near the concentrations the manufacturer used to establish the precision claims for the assay.  (This 
information is in the package insert or instructions for use provided by the manufacturer of the test system 
under evaluation.)  Acceptable materials for precision experiments include control samples (other than 
those used to assess whether the assay is in control), standards, previously assayed patient samples, or 
suitable materials that have a known value.  The materials used for precision experiments should mimic 
the matrix of the patient sample.  For example, an assay for a whole blood analyte should use a material 
for precision experiments that is as close as possible to human whole blood. 
 
5 Demonstration of Precision Performance 
 
Precision is a quantitative value indicating the extent of dispersion of a set of replicate measurements. 
Precision can be reported either as a standard deviation (SD) or a coefficient of variation (CV), which 
expresses the standard deviation as a percentage of the mean value of the replicate measurements.  
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In either case, the mean value should be reported also.  Increasing values of the standard deviation or 
coefficient of variation indicate decreasing precision of the measurements. 
 
Precision is generally considered as either within-run precision or total precision.  Within-run precision is 
a quantitative value indicating the extent of dispersion of a set of replicate measurements of an analyte 
when all measurements are made within a single run of a method.  A run is the period of time over which 
the performance of the method is expected to be stable.   
 
Total precision is a quantitative value indicating the extent of dispersion of replicate measurements of an 
analyte over a longer time, when all known, major sources of measurement error are accounted for. Total 
precision is measured as the sum of various measurement error sources, including the within-run 
precision. 
 
The ratio of within-run precision to total precision affects the experimental design needed to demonstrate 
that a laboratory’s total precision is consistent with a manufacturer’s imprecision claims. 
 
5.1 Experimental Design — Numbers of Days and Replicates 
 
NOTE:  The lower case sigma (σ), combined with a subscript of “within” or “total” will be used to 
designate the manufacturer’s claimed values of within-run standard deviation and total standard deviation, 
respectively. The lower case “s,” combined with a subscript of “within” or “total” will be used to 
designate the user’s estimated values of within-run standard deviation and total standard deviation, 
respectively. 
 
The experimental protocols described below are appropriate for two analyte levels and a five percent 
statistical false rejection rate. (Please see Appendix C for detailed information on statistical false rejection 
rates.) Formulas to determine the appropriate experimental designs to verify imprecision claims for more 
than two analyte levels or other error rates are given in Appendix C.  The appropriate experimental 
protocol depends on the relative size of σwithin to  σtotal.  Assuming a five percent statistical false rejection 
rate: 
 
(a) If σwithin < 2/3 σtotal, the experiment should last for five days and consist of four replicates per level per 

run. THIS PROTOCOL IS APPROPRIATE WHEN THE BETWEEN-DAY VARIATION IS AN 
IMPORTANT COMPONENT OF THE TOTAL IMPRECISION. 

 
(b) If σwithin >2/3 σtotal, the experiment should last for three days and consist of three replicates per level 

per run. THIS PROTOCOL IS APPROPRIATE WHEN THE BETWEEN-DAY VARIATION IS 
NOT AN IMPORTANT COMPONENT OF THE TOTAL IMPRECISION. 

 
(c) If the relationship of σwithin to σtotal is not known, the five-day experiment should be performed, with 

four replicates per level. 
 
5.2 Specific Procedures 
 
(1) Analyze one run per day:  
 
• For σwithin < 2/3 σtotal, analyze four replicate samples at each of two concentrations daily for five days. 
 
• For σwithin > 2/3  σtotal, analyze three replicate samples at each of two concentrations daily for three 

days. 
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(2) If a run must be rejected because of quality control procedures or operating difficulties, discard the 

data, and conduct an additional run. 
 
(3) Include the daily quality control samples normally used (See Section 4.2). 
 
(4)  Samples for the accuracy experiment may be tested in the same runs. 
 
(5)  Calibrate as specified in the manufacturer’s instructions for operators.  If the manufacturer indicates 

in its claim that its precision data was generated over multiple calibration cycles, then the operator 
may choose to recalibrate during the experiment. 

 
5.3 Recording the Data 

 
Appendix A contains examples of data recording sheets to summarize data.  This type of summary is 
valuable in the statistical analysis described below.  Blank worksheets are included for the five-day and 
three-day protocols.  Examples of completed worksheets are included in Appendix B. 
 
5.4 Calculation of Precision Estimates 
 
After collecting the data and transcribing them onto an appropriate recording sheet, the calculations 
described in this section should be performed.  Blank worksheets for the calculations are included in 
Appendix A.  Examples of completed calculation worksheets for both protocols are included in Appendix B. 

 
Separate calculations should be performed for each level of concentration. 
 
5.4.1 Within-Run Precision 
 
Calculate the within-run precision from the following formula (see worksheet in Appendix A). 
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where: 
 
Σ     indicates that the terms to the right of Σ are to be summed (see worksheet in Appendix A), 
D = total number of days (3 or 5), 
n = total number of replicates per day (3 or 4), 

dix     = result for replicates per day (3 or 4 replicates), and 
dx    = average of all results for day d. 

 
It should be noted that if the experiment protocol is not followed exactly (same number of replicates for 
all runs on separate days), the within-run precision estimate will be incorrect. 
 
5.4.2 Total Precision 
 
Total precision is calculated using the following formulas (see worksheet in Appendix A). These 
calculations are based upon the variance components method discussed in NCCLS document EP5—
Evaluation of Precision Performance of Clinical Chemistry Devices. 
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Calculate the variance term, B, for the daily means from the formula (see worksheet in Appendix A): 

1D

)xx(
B

D

1d

2

d

−
=
∑

=
−

 

where:  

 
dx = average of all results for day d, and  

x = average of all results. 
 
Calculate stotal from the formula (see worksheet in Appendix A): 
 

Bs
n

1n
s 2

withintotal +
−

= •  

 
where n = number of replicates per run (either three or four depending on protocol). 
 
5.5 Comparison of Estimated Within-Run Precision to Within-Run Precision Claims 
 
Verify within-run precision claims by comparing the within-run precision estimate calculated in Section 
5.4.1 to the manufacturer’s claim. If the manufacturer’s claim for within-run precision is in terms of 
coefficient of variation, convert the coefficient of variation into a standard deviation at the average 
concentration of all results for the material tested: 

 
 xCVσ

withinwithin
•=

 
where  is the manufacturer’s claimed within-run coefficient of variation.  withinCV
 
If the estimated within-run standard deviation is less than the manufacturer’s claimed standard deviation, 
the user has demonstrated precision consistent with the claim.  If the within-run standard deviation is 
greater than the manufacturer’s claimed within-run standard deviation, note that a user’s within-run 
standard deviation can be larger than the manufacturer’s claim and not be statistically different from the 
claim.  If the calculated within-run standard deviation is larger than the manufacturer’s claimed within-
run standard deviation, test whether it is statistically significantly larger (really different) using the 
following four steps: 
 
(1) Calculate the within-run precision degrees of freedom, ν. For an experiment with D days duration and 

n replicates per run, ν is equal to D •  (n-1). For the recommended protocols of three and five days 
duration: 

 
ν= 6 and 15, respectively. 

 
(2) Determine the (1-α/ℓ) percent point, C, of the χ2 (“Chi-Squared”) distribution with ν degrees of 

freedom.  Here, α is the false rejection rate (usually 5%), and ℓ is the number of levels tested.  The 
percent points for C corresponding to two, three, and four levels of testing are 97.5%, 98.33%, and 
98.75%, respectively. Table 1 lists the values of C for these percentage points; other values can be 
obtained from any standard statistics book or most commonly used computer spreadsheet programs. 
For the recommended protocols of three and five days duration, with two levels, C = 14.45 and 27.49, 
respectively. 
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(3) Calculate the verification value as 
 

 
ν

C σ within •   

(4) If the estimated within-run precision, swithin, is less than the verification value, the manufacturer’s 
claim for within-run precision is verified. If the claim is not verified, then the user should contact the 
manufacturer for diagnostic assistance. 

 
Table 1. Selected Percentage Points of the Chi-Square Distribution for Selected Numbers of Levels 
to Provide 5% False Rejection Rate 

Number of Levels 

Degree of 
Freedom 

 
2 

 
3 

 
4 

3 9.35 10.24 10.86 
4 11.14 12.09 12.76 
5 12.83 13.84 14.54 
6 14.45 15.51 16.24 
7 16.01 17.12 17.88 
8 17.53 18.68 19.48 
9 19.02 20.21 21.03 

10 20.48 21.71 22.56 
11 21.92 23.18 24.06 
12 23.34 24.63 25.53 
13 24.74 26.06 26.98 
14 26.12 27.48 28.42 
15 27.49 28.88 29.84 
16 28.85 30.27 31.25 
17 30.19 31.64 32.64 
18 31.53 33.01 34.03 
19 32.85 34.36 35.40 
20 34.17 35.70 36.76 
21 35.48 37.04 38.11 
22 36.78 38.37 39.46 
23 38.08 39.68 40.79 
24 39.36 41.00 42.12 
25 40.65 42.30 43.35 

 

An NCCLS global consensus guideline. ©NCCLS.  All rights reserved. 9



Number 25 NCCLS
 
5.6 Comparison of Estimated Total Precision to Total Precision Claims 
 
Verify total precision claims by comparing the total-run precision estimate calculated in Section 5.4.2 to 
the manufacturer’s claim. If the manufacturer’s claim for total precision is in terms of coefficient of 
variation, convert the coefficient of variation into a standard deviation at the average concentration of all 
results for a the material tested: 
 

xCVσ totaltotal •=  
 

where  is the manufacturer’s claimed total coefficient of variation. totalCV
  
If the estimated total standard deviation is less than the manufacturer’s claimed total standard deviation, 
the user has demonstrated precision consistent with the claim.  Go to Section 6 — “Demonstration of 
Accuracy.”  If the total standard deviation is greater than the manufacturer’s claimed standard deviation, 
note that a user’s total precision can be larger than the manufacturer’s claim and not be statistically 
different from the claim. If the calculated total standard deviation is larger than the manufacturer’s 
claimed total standard deviation, test whether it is statistically significantly larger (really different) using 
the following four steps: 

(1) Calculate the total precision degrees of freedom, T. For an experiment with D days duration and n 
replicates per run (see worksheet in Appendix A): 

)
1D

Bn(s)
D

1n(

))nB(s)1n((
T 22

4
within

22
within

−
+−
+−

=  

 

 where B is calculated in Section 5.4.2. 

(2) Determine the (1-α/ℓ) percent point, C, of the χ2 (“Chi-Squared”) distribution with ν degrees of 
freedom.  Here, α is the false rejection rate (usually 5%), and ℓ is the number of levels tested.  The 
percent points for C corresponding to two, three, and four levels of testing are 97.5%, 98.33%, and 
98.75%, respectively. Table 1 lists the values of C for these percentage points; other values can be 
obtained from any standard statistics book or most commonly used computer spreadsheet programs. 

(3) Calculate the verification value as 

σ total

T
C

 
(4) If the total precision estimate, stotal, is less than the verification value, the user has demonstrated total 

precision consistent with the manufacturer’s claim. If stotal exceeds the verification value, the user has 
not demonstrated total precision consistent with the manufacturer’s claim, and the user should contact 
the manufacturer for diagnostic assistance. 

 
6 Demonstration of Accuracy 
 
Accuracy is conformance to a true measure, accepted standard, or expected value.  For a test result, 
accuracy is the difference between the test result and the true value for an analyte.  For an analytical 
process, accuracy is expressed as the difference between the average result obtained by a method under 
specified conditions and the result accepted as true or standard. 
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This protocol has provisions for demonstrating accuracy by two procedures (see Appendixes D and E):  

(1) Comparison of patient specimens results to another method.  When possible, the comparison of 
patient specimens experiment should be performed.  This technique avoids various artifacts, which 
can be present with commercial reference materials, and some methods.  Comparison of patient 
specimens is particularly important for initial evaluation of a method in a laboratory.  It is strongly 
recommended when close agreement between methods is expected. The comparison of patient 
specimens can also form the basis of establishing the relationship between multiple methods. This 
will ensure the laboratory’s ability to provide equivalent results irrespective of which method is used 
to assay a patient specimen (see NCCLS document EP9—Method Comparison and Bias Estimation 
Using Patient Samples). 

(2) Recovery of expected values for assayed reference materials. Once experience is gained with a 
method, the reference material strategy may be more convenient for validation following a calibration 
or proficiency test failure. 

6.1 Comparison of Patient-Specimen Results to Another Method 
 
The choice of the comparative (reference) method is critical for the interpretation of the results of this 
experiment.   
 
If the user intends to demonstrate accuracy consistent with a manufacturer’s claim, the comparative 
method must be the same method used by the manufacturer as the comparative method in developing the 
accuracy claim.  Often, when the new method is a revision of a previous method of the same 
manufacturer, or application of the manufacturer’s previous method to a new instrument, the user’s 
current method is the manufacturer’s comparative method.  The manufacturer’s accuracy claim is 
applicable in this instance and should be used as the basis for demonstrating accuracy in this experiment. 
 
Often, the current method is different from the comparative method, or is a reference method or 
laboratory, and the user intends to demonstrate accuracy of the new method relative to a method different 
from the one used by the manufacturer as the comparative method.  In this case, the manufacturer’s claim 
may not be valid, and should not be the basis for demonstrating accuracy.  The user must specify a 
medically allowable bias between the new method and the comparative method, and use this as the basis 
for demonstrating accuracy. Guidance for specifying allowable bias can be found.1-3 The experimental 
protocol for comparing results of patient specimen testing in this guideline has been designed as a 
demonstration protocol. To keep the experimental work simple, each patient is tested singly by the 
comparative test methods. Because it has relatively low power to detect bias between methods, it should 
only be employed when the user anticipates close agreement between the methods. Otherwise, the user 
should employ NCCLS document EP9—Method Comparison and Bias Estimation Using Patient Samples 
because it includes more patient specimens and testing in duplicate by both methods. 
 
Once a comparison method has been selected, the following steps should be followed.  See worksheet in 
Appendix D and example completed worksheet in Appendix E. 
 
(1) Obtain 20 patient specimens whose analyte concentrations span the reportable range of the test 

method.  Do not use specimens whose analyte concentrations exceed the reportable range.  The 
sample type must be compatible between the comparative and test methods. Exclude specimens 
containing substances identified as interferents (in the manufacturer’s instructions) for either the test 
method or comparative method. Specimens should be assayed as close to the day of collection as 
possible to mimic conditions expected when the test method is in regular use.  Follow the 
manufacturer’s instructions for collection and handling of patients’ specimens to be assayed on the 
test system. For laboratories in which abnormal specimens are infrequently observed, it may be 
necessary to store them until there is a sufficient number for the experiment. If stored specimens are 
used, they should be refrigerated, if consistent with analyte stability and manufacturer’s instructions, 
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to avoid possible artifacts introduced in the freeze-thaw cycle. Some laboratories may need to use 
frozen samples, particularly if the duration of the experiment and the manufacturer’s product labeling 
require that frozen samples must be used, and they must be well mixed and examined for particulate 
matter after thawing and before use.  If particulate matter is detected, they should be centrifuged, and 
the supernatant should be used for sampling. If stored specimens must be used, testing by the 
comparative and test methods should be performed within an hour or two if possible. The specimens’ 
test results should be evenly spread over the measurement range.  If the full range cannot be 
accommodated, the conclusions will only be applicable to the range tested.  A separate validation of 
measurement range may allow adequate conclusions regarding accuracy based on a restricted range of 
specimen results. 

 
(2) Assay the specimens on both the test and comparative methods.  Assays by each method should be 

completed within four hours of each other on the same day.  Conclusions will be most reliable if the 
assays are performed on five to seven specimens per day for three to four days. This testing may be 
combined with precision testing. Performing assays on several days allows averaging of any between-
day variability, which may exist for either method.  Examine the results after each assay event.  If an 
isolated specimen’s results for the test and comparative methods differ more than observed for other 
specimens, retest that specimen in duplicate on both methods.  Some patient specimens may show 
unexpectedly large differences between methods due to differences in specificity between methods.  
If the difference persists after repeat testing in duplicate on both methods, it represents a real 
analytical difference, which exists between the two methods. The manufacturer may be able to 
provide additional clarification regarding method specificity.  The data are kept for subsequent 
analysis. If the difference is not confirmed by repeat testing, use the first pair of repeat values for data 
analysis. 

 
(3) Appropriate quality control procedures should be followed for each method.  Any unacceptable 

analytical performance should be corrected, and the specimens from that run should be retested. 
 
(4) Calculate the difference (or individual specimen bias) in reportable units and/or the percent difference  

(or percent individual specimen percent bias) between each specimen’s results for the two methods. 
 

Individual specimen bias in reportable units = bi = (test resulti - comparison resulti) 
 

Individual specimen bias in percent =%bi=100 •  ([test resulti - comparison resulti]/comparison resulti) 
 

Construct a plot of bias and/or percent bias (vertical axis) vs. comparison method result (horizontal 
axis) for each specimen.  Examine the bias plot to determine if the difference between methods is 
relatively constant over the concentration range tested.  If constant bias vs. concentration or constant 
percent bias vs. concentration is observed, then the mean bias in step (5) represents the average 
difference between the methods.  This value is compared to the manufacturer’s claim to demonstrate 
method accuracy. 

 
If neither the bias nor the percent bias is constant over the concentration range tested, the data should 
be partitioned into two segments and the average bias calculated separately for each segment.  If the 
bias shows a progressively changing relationship to concentration, no average bias can be calculated.  
In this case, more data will be needed to validate the accuracy of the method. Refer to NCCLS 
document EP9—Method Comparison and Bias Estimation Using Patient Samples for additional 
information. 
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(5) Calculate the bias in reportable units and/or percent between the two methods. 

n

b
b

I

1i
i∑

==  

 

     n

%b
I

1i
i∑

==%b  

 
 (6) Calculate the standard deviations of the bias and/or bias in percent. 
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∑
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6.1.1 Procedure for Demonstration of Accuracy by Comparison of Patient Specimens 
 
If the bias or percent bias is less than the manufacturer’s claimed bias or percent bias, the user has 
demonstrated bias consistent with the claim.  Go to Section 6.2 ― “Recovery of Expected Values from 
Assayed Reference Materials” to further demonstrate accuracy of recovery, if desired.  If the bias or 
percent bias is greater than the manufacturer’s claimed bias or percent bias, note that a user’s bias or 
percent bias can be larger than the manufacturer’s claim and not be statistically different from the claim.  
If the bias or percent bias is larger than the manufacturer’s claimed bias, test whether it is statistically 
significantly larger (really different) using the following four steps.   
 
NOTE: This method can be used to test the bias only when the bias or percent bias is constant throughout 
the reportable range, or to test the biases or percent biases calculated by splitting the data as described in 
Section 6.1 (4). 
 
Verification of the manufacturer’s claim is performed using the following steps: 
 
(1) Assume a false rejection rate, α.  Typical values selected for this error rate are 1% and 5%. 
 
(2) Determine the (100 - α) percent point, t, of the t-distribution with n-1 degrees of freedom.  Here n 

represents the number of patient samples.  For example, if α equals 1% and n equals 20, the (100 - α) 
point of the t-distribution with 19 degrees of freedom is 2.539.  Other values of t can obtained from 
any standard statistics book7 or most commonly used computer spreadsheet programs for different 
values of α and n.  
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(3) Calculate the verification value for bias in reportable units as  

      β
n
st b +

•
 

 
where β is the manufacturer’s claimed value of bias. 

 
If the estimated bias b  is less than the verification value, the user has demonstrated bias consistent 
with the manufacturer’s claim. 
 

If percent bias is used, calculate the verification value for percent bias as 
  

β
n
st %b +•  

where β is the manufacturer’s claimed value of percent bias. 
 
If the estimated percent bias %b  is less than the verification value, the user has demonstrated percent bias 
consistent with the manufacturer’s claim. 

 
6.2 Recovery of Expected Values from Assayed Reference Materials 
 
Reference materials with analyte target values are available from several vendors.  These materials are 
typically manufactured from human source materials but contain additives to achieve desired analyte 
levels and are processed to promote stability.  Because of manufacturing requirements, these processed 
materials have a solution matrix different from that of an authentic human specimen.  The difference in 
matrix may cause an altered analytical response, which is unique to a particular material–method 
combination.  Consequently, it is incorrect to use an analyte target value assigned by a definitive or 
reference method unless the reference material has been specifically evaluated and found suitable for use 
with a method.  Reference materials, which have target values assigned specifically for the method of 
interest, can be used for demonstration of accuracy.  In this case the accuracy demonstration is limited to 
confirming that the test method performs similarly to that same method as used in other laboratories.  
Another consequence of material–method matrix interactions is the potential for different response with a 
lot of reagent not represented in the group of laboratories used for assignment of the target value.  If a 
reagent lot difference occurs, the method-specific target value may not be appropriate for the new lot of 
reagents.  The method manufacturer should be consulted for advice regarding appropriate reference 
materials for validation of accuracy. 
 
Some sources of value-assigned materials, which can be used for accuracy validation, are listed below: 
 
(a) Fresh frozen human serum or other nonadulterated human materials.  Such materials are available 

from NIST and CAP with NRSCL reference and definitive values assigned for some analytes. 
 
(b) Reference materials derived from proficiency testing programs.  These materials are value assigned 

by a large number of laboratories and frequently represent numerous lots of reagents and system 
calibrators.  Consequently, their target values represent average performance for the method. 

 
(c) Materials provided by the method manufacturer for accuracy validation or quality control.  These 

materials have been specifically designed for the analytical system being tested, but are generally not 
suitable for use on another manufacturer’s method. 

 
(d) Materials used in interlaboratory quality control programs are assayed by a relatively large number of 

laboratories, and their peer group mean values can be used to assess agreement.  Caution should be 
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exercised that an adequate number of laboratories is included in the peer group for a reliable mean 
value.  Ten participants in a method group is generally considered the minimum for a reliable mean 
value.  These programs may sample a small number of reagent lots for a method, which can affect the 
reliability of the target values for a new lot of reagents in an individual laboratory. 

 
(e) Materials provided by third-party vendors, which have been value-assigned for a number of different 

methods. These are similar to proficiency testing or regional quality control materials but generally 
have far fewer laboratories contributing to the peer group mean value.  Consequently the target value 
is less reliable.  In addition, relatively few different lots of reagents may have been sampled, which 
can further affect the reliability of the assigned target values. 

 
6.2.1 Procedure for Demonstration of Accuracy with Reference Materials 
 
(1) Select the best available materials suitable for the method.  A minimum of two analyte levels should 

be tested, although five are preferred to simulate a proficiency testing event, and more may be 
preferable to adequately evaluate the full measurement range.  The levels selected should represent 
the low and high measurement range for the method.  It may also be useful to test intermediate values 
corresponding to important medical decision levels.  Use caution that the levels selected represent 
analyte values, which can be measured with good precision by the test method. 

 
(2) Prepare materials according to the manufacturer’s instructions.  Take precautions that the materials 

are thoroughly mixed prior to use. 
 
(3) Assay each material.  Although one replicate is acceptable, duplicate assays will provide more 

information at minimal cost.   
 
6.2.2 Acceptance Test for Demonstration of Accuracy with Reference Materials 
 
(1) If proficiency testing is available for this analyte, interpret results of this experiment using the 

acceptance criteria of the proficiency test provider. If reference materials were analyzed in replicate, 
compare individual values to limits for acceptable performance. 

 
(2) If no proficiency testing is available for this analyte, compare the differences between the laboratory 

result and the target value for each material to the specification for medically allowable total error.   
 
6.2.3 Procedure for Demonstration of Accuracy with Manufacturer-Provided Reference 
Materials 
 
Select and prepare materials as directed by the manufacturer.  Assay each material in replicate, as directed 
by the manufacturer.   
 
6.2.4 Acceptance Test for Demonstration of Accuracy with Manufacturer-Provided Reference 
Materials 
 
Follow the manufacturer’s instructions for calculations and interpretation of the data. 
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Appendix A. Sample Data Recording Sheets – Precision Experiment 
 
Use a separate sheet for each concentration. 

Data Sheet #1 (for use when σwithin < 2/3 σtotal) 
 
Device _________  Analyte _________  Concentration _________ 
 
Reagent Source/Lot ________ Calibrator Source/Lot ________ 
 
 Run 1 Run 2 Run 3 Run 4 Run 5 
Date/Operator      
Replicate 1 (x1)      
Replicate 2 (x2)      
Replicate 3 (x3)      
Replicate 4 (x4)      
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1. Calculation of =++++== 5
xxxxxxMean 54321Grand  _______ 

 
 

2. Calculation of s : within
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3. Calculation of stotal 
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4. Verification of Within-Run Precision Claim: 

 
Compare calculated swithin to claimed σwithin: 
 

If calculated swithin < claimed σwithin, within-run precision has been demonstrated to be consistent 
with the manufacturer’s claim.  Go to paragraph 5, “Verification of Total Precision Claim.” 
 
If calculated swithin > claimed σwithin, note that a user’s within-run precision can be larger than the 
manufacturer’s claim and not be statistically different from the claim.   

 
Calculate the verification value 
 
ν = 15, C = 27.49 

Verification value = == •
•

1.354σ
Cσ

within
within

ν
 _______ 
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Compare calculated swithin to verification value: 
 

If calculated swithin < verification value, within-run precision has been demonstrated to be 
consistent with the manufacturer’s claim. 
 
If calculated swithin > verification value, within-run precision has not been demonstrated to be 
consistent with the manufacturer’s claim; contact the manufacturer for help. 
 

5. Verification of Total Precision Claim: 
 

Compare calculated stotal to claimed σtotal: 
 

If calculated stotal < claimed σtotal, total precision has been demonstrated to be consistent with the 
manufacturer’s claim.  Go to Section 6, “Demonstration of Accuracy.” 
 
If calculated stotal > claimed σtotal, note that a user’s total precision can be larger than the 
manufacturer’s claim and not be statistically different from the claim.   

 
Calculate degrees of freedom, T: 
 

)
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1n(
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T 22
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within

22
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 where D = number of days, and  
  n = number of replicates. 
 

______
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24
within

22
within =

+
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C = ______ (obtain from Table 1 for T degrees of freedom) 
 
 

Verification value = 
T

Cσ total •
= _______ 

 
Compare calculated stotal to verification value: 
 

If calculated stotal < verification value, total precision has been demonstrated to be consistent with 
the manufacturer’s claim.  Go to Section 6, “Demonstration of Accuracy.” 
 
If calculated stotal > verification value, total precision has not been demonstrated to be consistent 
with the manufacturer’s claim; contact the manufacturer for help. 
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Data Sheet #2 (for use when σwithin > 2/3 σtotal) 
 
Device _________  Analyte _________  Concentration _________ 
 
Reagent Source/Lot ________ Calibrator Source/Lot ________ 
 
 Run 1 Run 2 Run 3 
Date/Operator    
Replicate 1 (x1)    
Replicate 2 (x2)    
Replicate 3 (x3)    
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3. Calculation of stotal 
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4. Verification of Within-Run Precision Claim: 

 
Compare calculated swithin to claimed σwithin: 
 

If calculated swithin < claimed σwithin, within-run precision has been demonstrated to be consistent 
with the manufacturer’s claim.  Go to paragraph 5, “Verification of Total Precision Claim.” 
 
If calculated swithin > claimed σwithin, note that a user’s within-run precision can be larger than the 
manufacturer’s claim and not be statistically different from the claim.   

 
ν = 6, C = 14.45 
 

Verification value = ______1.552C
within

within == •
• σ
ν

σ  

 
Compare calculated swithin to verification value: 
 

If calculated swithin < verification value, within-run precision has been demonstrated to be 
consistent with the manufacturer’s claim. 
 
If calculated swithin > verification value, within-run precision has not been demonstrated to be 
consistent with the manufacturer’s claim; contact the manufacturer for help. 
 

5. Verification of Total Precision Claim: 
 
Compare calculated stotal to claimed σtotal: 
 

If calculated stotal < claimed σtotal, total precision has been demonstrated to be consistent with the 
manufacturer’s claim.  Go to Section 6, “Demonstration of Accuracy.” 
 
If calculated stotal > claimed σtotal, note that a user’s total precision can be larger than the 
manufacturer’s claim and not be statistically different from the claim.   
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Calculate degrees of freedom, T: 
 

)
1D

Bn(s)
D

1n(

))nB(s)1n((
T 22

4
within

22
within

−
+−
+−

= ,  

 
where D = number of days, and 
 n = number of replicates. 
 

=
+

+= 24
within

22
within

4.5B 0.667s
3B)(2sT  _______ 

 
 
C = ______ (obtain from Table 1 for T degrees of freedom) 
 
 

Verification value = 
T

Cσ total •
= _______ 

 
Compare calculated stotal to verification value: 
 

If calculated stotal < verification value, total precision has been demonstrated to be consistent with 
the manufacturer’s claim. 
 
If calculated stotal > verification value, total precision has not been demonstrated to be consistent 
with the manufacturer’s claim; contact the manufacturer for help. 
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Appendix B.  Example Completed Sample Data Recording Sheets – Precision 
Experiment 
 
Data Sheet #1 (for use when σwithin < 2/3 σtotal) 
(Assume manufacturer’s claim for σwithin is 1.0 mg/dL and claim for σtotal is 2.0 mg/dL) 
 
Device XYZ Analyzer Analyte Glucose  Concentration 140 mg/dL 
 
Reagent Source/Lot 2M032397  Calibrator Source/Lot 2RNC52Y 
 
 Run 1 Run 2 Run 3 Run 4 Run 5 
Date/Operator 2/20 TF 2/15 JL 2/16 DB 2/19 PO 2/20 GG 
Replicate 1 (x1) 140 138 143 143 142 
Replicate 2 (x2) 140 139 144 143 143 
Replicate 3 (x3) 140 138 144 143 141 
Replicate 4 (x4) 139 137 144 143 142 

4321
4

1i
i xxxxx +++=∑

=
  

559 
 

552 
 

575 
 

572 
 

568 

4x

4

1i
i

d

x∑
==  

 
139.75 

 
138.00 

 
143.75 

 
143.00 

 

 
142.00 

d1 xx −  0.25 0.00 0.75 0.00 0.00 
2d1 )x(x −  0.0625 0.0000 0.5625 0.0000 0.0000 

d2 xx −  0.25 1.00 0.25 0.00 1.00 
2d2 )x(x −  0.0625 1.0000 0.0625 0.0000 1.0000 

d3 xx −  0.25 0.00 0.25 0.00 1.00 
2d3 )x(x −  0.0625 0.0000 0.0625 0.0000 1.0000 

d4 xx −  -0.75 1.00 0.25 0.00 0.00 
2d4 )x(x −  0.5625 1.0000 0.0625 0.0000 0.0000 

2d4
2d3

2d2
2d1

2d
4

1
i

)x(x)x(x

)x(x)x(x)x(x

−+−+

−+−=−∑  
 
 

0.7500 

 
 

2.0000 

 
 

0.7500 

 
 

0.0000 

 
 

2.0000 

3

)x(x
sd

4

1i

2di
2
run

∑ −
= =  

 
0.2500 

 
0.6667 

 
0.2500 

 
0.0000 

 
0.6667 

below)(seexxd −  -1.55 -3.30 2.45 1.70 0.70 

2d )xx( −  2.4025 10.8900 6.0025 2.8900 0.4900 
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1. Calculation of =++++== 5
xxxxxxMean 54321Grand 141.3 mg/dL 

 
2. Calculation of s : within

 
 

5
sdsdsdsdsd

sd
2

5run
2

4run
2

3run
2

2run
2

1run2
averagerun,

++++
= = 0.3667 (mg/dL)2 

 
 
 2

averagerun,within sds = = 0.61 mg/dL 

 
 

3. Calculation of stotal 
 
 

withins = 0.61 mg/dL, from above 
 
 

4

)xx(
B

5

1d

2d∑ −
= =

4
)xx()xx()xx()xx()xx( 2524232221 −+−+−+−+−= = 5.6688 (mg/dL)2 

 
 

Bs
n

1n
s 2

within
total

+
−

= • , where n = number of replicates in each run. 

 
 

Bs
4
3

s 2
within

total

+= • = 2.44 mg/dL 

 
4. Verification of Within-Run Precision Claim: 

 
Compare calculated swithin to claimed σwithin: 
 

If calculated swithin < claimed σwithin, within-run precision has been demonstrated to be consistent 
with the manufacturer’s claim.  Go to paragraph 5,  “Verification of Total Precision Claim.” 
 
If calculated swithin > claimed σwithin, note that a user’s within-run precision can be larger than the 
manufacturer’s claim and not be statistically different from the claim.   

 
Calculated swithin (0.60 mg/dL) < claimed σwithin (1.00 mg/dL); within-run precision has been 
demonstrated to be consistent with the manufacturer’s claim. (The rest of this paragraph is 
presented as an example; the user would normally go to paragraph 5, below) 

 
ν = 15, C = 27.49 
 

Verification value = 354.1
v

Cσ
within

within
•

• = σ = 1.354 mg/dL 
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Compare calculated swithin to verification value: 
 

If calculated swithin < verification value, within-run precision has been demonstrated to be 
consistent with the manufacturer’s claim. 
 
If calculated swithin > verification value, within-run precision has not been demonstrated to be 
consistent with the manufacturer’s claim; contact the manufacturer for help. 
 
Calculated swithin (0.60 mg/dL) < verification value (1.354 mg/dL); within-run precision has been 
demonstrated to be consistent with the manufacturer’s claim. 
 

5. Verification of Total Precision Claim: 
 

Compare calculated stotal to claimed σtotal: 
 

If calculated stotal < claimed σtotal, total precision has been demonstrated to be consistent with the 
manufacturer’s claim.  Go to Section 6, “Demonstration of Accuracy.” 
 
If calculated stotal > claimed σtotal, note that a user’s total precision can be larger than the 
manufacturer’s claim and not be statistically different from the claim.   
 
Calculated stotal (2.44 mg/dL) > claimed σtotal (2.00 mg/dL); total precision has not been 
demonstrated to be consistent with the manufacturer’s claim.  It is necessary to calculate the 
verification value and compare calculated stotal to the verification value. 

 
 
Calculate degrees of freedom, T: 
 

)
1D

Bn(s)
D

1n(

))nB(s)1n((
T 22

4
within

22
within

−
+−
+−

= , 

  
where D = number of days, and 
 n = number of replicates. 
 

==
+
+

=
+

+
=

+
+

=
••

••

128.6732
564.5376

128.59560.0776
22.68)(1.08

5.6740.60.6
5.67)40.6(3

4B0.6s
4B)(3s

T
2

24

22

24
within

22
within 4.39  

 
 
C = 11.14 (obtain from Table 1 for 4 degrees of freedom) 
 
 

Verification value = 
mg/dL19.3

39.4
14.110.2

T

Cσ total ==
••
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Compare calculated stotal to verification value: 
 
If calculated stotal < verification value, total precision has been demonstrated to be consistent with 
the manufacturer’s claim. 
 
If calculated stotal > verification value, total precision has not been demonstrated to be consistent 
with the manufacturer’s claim; contact the manufacturer for help. 

 
Calculated stotal (2.44 mg/dL) < verification value (3.19 mg/dL); total precision has been 
demonstrated to be consistent with the manufacturer’s claim. 
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Data Sheet #2 (for use when σwithin > 2/3 σtotal) 
 
(Assume manufacturer’s claim for σwithin is 1.75 mg/dL and claim for σtotal is 2.00 mg/dL) 
 
Device ABC     Analyte Glucose    Concentration 140 mg/dL 
 
Reagent Source/Lot 2M00567 Calibrator Source/Lot RNC070798 
 
 Run 1 Run 2 Run 3 
Date/Operator 3/26 SR 3/27 KW 3/28 DH 
Replicate 1 (x1) 142 140 140 
Replicate 2 (x2) 140 138 139 
Replicate 3 (x3) 140 139 145 

321
3

1i
i xxxx ++=∑

=
  

422.12 
 

417.11 
 

424.11 

3

x
3

1i
i

dx
∑
==  

 
140.67 

 
139.00 

 
141.33 

d1 xx −  1.33 1.00 -1.33 
2d1 )x(x −  1.7689 1.0000 1.7689 

d2 xx −  -0.67 -1.00 -2.33 
2d2 )x(x −  0.4489 1.0000 5.4289 

d3 xx −  -0.67 0.00 3.67 
2d3 )x(x −  0.4489 0.0000 13.4689 

2d3

2d2
2d1

2d
3

1
i

)x(x

)x(x)x(x)x(x

−+

−+−=−∑  
 

2.6667 
 

2.0000 
 

20.6667 

2

)xx
sd

3

1i

2di
2
run

(∑
=

−
=  

 
1.3334 

 

 
1.0000 

 
10.3334 

below)(seexxd −  0.34 1.33 1.00 

2d )xx( −  0.1156 1.7689 1.0000 

 

1. Calculation of =++== 3
xxxxMean 321Grand 140.33 mg/dL 

 
 

2. Calculation of withins  
 
 

=++=
++

= 3
10.33341.00001.3334

3
sdsdsd

sd
2

3run
2

2run
2

1run2
averagerun, 4.2223 

  
== 2

averagerun,within sds 2.06 mg/dL 
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3. Calculation of stotal 
 
 

=withins 2.06 mg/dL, from above 
 
 

2

)xx(
B

3

1d

2d∑ −
= = ==−+−+−= 2

2.8845
2

)xx()xx()xx( 2
3

2
2

2
1 1.4422 

 
 

Bs
n

1n
s 2

within
total

+
−

= • , where n = number of replicates in each run. 

 
 

=+=+= •• 1.44222.06
3
2

Bs
3
2

s 22
within

total

2.07 mg/dL 

 
4. Verification of Within-Run Precision Claim 

 
Compare calculated swithin to claimed σwithin: 
 

If calculated swithin < claimed σwithin, within-run precision has been demonstrated to be consistent 
with the manufacturer’s claim.  Go to paragraph 5, “Verification of Total Precision Claim.” 
 
If calculated swithin > claimed σwithin, note that a user’s within-run precision can be larger than the 
manufacturer’s claim and not be statistically different from the claim.   
 
Calculated swithin (2.06 mg/dL) > claimed σwithin (2.00 mg/dL; within-run precision has not been 
demonstrated to be consistent with the manufacturer’s claim.  It is necessary to calculate the 
verification value and compare calculated swithin to the verification value. 
 

 
ν = 6, C = 14.45 
 

Verification value = 2.721.552σ
v

Cσ
within

within == •
•

 

 
Compare calculated swithin to verification value: 
 

If calculated swithin < verification value, within-run precision has been demonstrated to be 
consistent with the manufacturer’s claim. 
 
If calculated swithin > verification value, within-run precision has not been demonstrated to be 
consistent with the manufacturer’s claim; contact the manufacturer for help. 
 

Calculated swithin (2.06 mg/dL) < verification value (2.72); within-run precision has been demonstrated to 
be consistent with manufacturer’s claim. 
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5. Verification of Total Precision Claim 
 

Compare calculated stotal to claimed σtotal: 
 

If calculated stotal < claimed σtotal, total precision has been demonstrated to be consistent with the 
manufacturer’s claim.  Go to Section 6, “Demonstration of Accuracy.” 
 
If calculated stotal > claimed σtotal, note that a user’s total precision can be larger than the 
manufacturer’s claim and not be statistically different from the claim.  
  
Calculated stotal (2.07 mg/dL) > claimed σtotal (2.00 mg/dL); total precision has not been 
demonstrated to be consistent with the manufacturer’s claim.  It is necessary to calculate the 
verification value and compare calculated stotal to the verification value. 

 
Calculate degrees of freedom, T: 
 
 

)
1D

Bn(s)
D

1n(

))nB(s)1n((
T 22

4
within

22
within

−
+−
+−

= ,  

 
where D = number of days, and 
 n = number of replicates. 
 
 

==
+

+
=

+
+

=
+

+
=

••

••

21.3711
164.1934

9.359712.0114
4.3266)(8.4872

1.44224.5 2.060.667
1.4422)32.06(2

4.5B 0.667s
3B)(2s

T
2

24

22

24
within

22
within  

 
=T 7.68 

 
 
C = 16.01 (obtain from Table 1 for T degrees of freedom) 
 
 

Verification value = 2.89
7.68

16.012.00
T

Cσ total ==•
 

 
 
Compare calculated stotal to verification value: 
 

If calculated stotal < verification value, total precision has been demonstrated to be consistent with 
the manufacturer’s claim. 
 
If calculated stotal > verification value, total precision has not been demonstrated to be consistent 
with the manufacturer’s the claim; contact the manufacturer for help. 
 
Calculated stotal (2.07 mg/dL) < verification value (2.89 mg/dL); total precision has been 
demonstrated to be consistent with the manufacturer’s claim. 

An NCCLS global consensus guideline. ©NCCLS.  All rights reserved. 29



Number 25 NCCLS
 
Appendix C.  Additional Statistical Explanations and Considerations — Precision 
Experiment 
 
The appropriate experimental design to employ for demonstrating that a user’s calculated precision is 
consistent with a manufacturer’s precision claims depends upon the following four factors: 
 
(a) the statistical false rejection (Type I or “alpha” error) rate; 
 
(b) the statistical false acceptance (Type II or “beta” error) rate; 
 
(c) the number of analyte levels for which imprecision claims are being verified; and 
 
(d) the size of the claimed within-run precision, σwithin, relative to the claimed total precision, σtotal. 
 
Changes in each of these four factors may affect either the number of days duration of the experiment or 
the number of replicates per run.  In both experimental designs described later in this section, one run per 
experimental day is required.  Consequently, the total number of runs is equal to the number of days 
duration of the experiment.  It is assumed that claims are being verified for all analyte levels and that the 
same design is used for all levels.  
 
The statistical false rejection testing rate is the chance that the user will falsely conclude that the 
manufacturer’s claims are incorrect.  Typical values selected for this error rate are 1% and 5%.  Both of 
the recommended experimental designs assume a false rejection rate of 5%.  As the false rejection rate 
decreases, the required amount of collected data increases.  This additional amount of information could 
result in requirements for more replicates per run or a longer experiment (that is, more days), or both. 
 
The statistical false acceptance testing rate is the chance that the user will falsely conclude that the 
manufacturer’s claims are correct.  Typical values selected for this error rate are 1%, 5%, and 10%. As the 
false acceptance rate decreases, the required amount of collected data increases.  False acceptance rates 
are reported below for both of the recommended experimental designs.  If multiple runs per day are 
performed with either of these experimental designs, then the statistical false acceptance rate will be 
smaller than the reported rates. 
 
The number of analyte levels being tested indirectly impacts the experimental design through the false 
rejection rate.  Without the proper mathematical corrections, as the number of analyte levels increases, so 
does the overall false rejection rate.  For example, if a 5% false rejection rate is utilized for each level, 
when four analyte levels are considered, the chance of falsely rejecting at least one claim exceeds 18%. 
Mathematically, an overall false rejection rate of a specified size, such as the 5% rate associated with both 
recommended experimental designs, is achieved by lowering the false rejection rate for each level. 
Unfortunately, lowering the single-level false rejection rate increases the required amount of data to 
detect a difference between the observed precision and the manufacturer’s claimed precision with the 
same degree of power. 
 
The size of σwithin relative to σtotal affects both the required number of replicates per run and the duration 
of the experiment.  If σwithin is relatively small when compared to σtotal, then the number of replicates per 
run is less important than the total number of runs.  In contrast, if σwithin is relatively large when compared 
to σtotal, then the number of replicates per run is relatively more important than the experimental duration.  
If σwithin and σtotal are approximately equal, then the number of replicates per run and the number of runs 
are about of equal importance. 
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This experiment has a false rejection rate of 5% if precision is tested at two concentrations.  If precision is 
tested at more concentrations, the verification value must be adjusted.  The effects of increasing the 
number of concentrations on the performance characteristics of the experiment are discussed below: 
 
If σwithin < 2/3 σtotal, and the false rejection rate is set to 5%, and 
 
• two levels are tested, the experiment has an individual false acceptance rate of less than 5% for an 

increase of σwithin to twice its claimed value.  For σtotal the false acceptance rate is less than 10% for an 
increase of σtotal three times its claimed value. 

 
• three levels are tested, the experiment has an individual false acceptance rate of less than 5% for an 

increase of σwithin to twice its claimed value.  For σtotal the false acceptance rate is less than 10% for an 
increase of σtotal three times its claimed value. 

 
• four levels are tested, the experiment has an individual false acceptance rate of less than 6% for an 

increase of σwithin to twice its claimed value.  For σtotal the false acceptance rate is less than 10% for an 
increase of σtotal three times its claimed value. 

 
If σwithin > 2/3 σtotal, and the false rejection rate is set to 5%, and 
 
• two levels are tested, the experiment has an individual false acceptance rate of less than 5% for an 

increase of σwithin to three times its claimed value.  For σtotal the false acceptance rate is less than 15% 
for an increase of σtotal three times its claimed value. 

 
• three levels are tested, the experiment has an individual false acceptance rate of less than 6% for an 

increase of σwithin to three times its claimed value.  For σtotal the false acceptance rate is less than 15% 
for an increase of σtotal three times its claimed value. 

 
• four levels are tested, the experiment has an individual false acceptance rate of less than 7% for an 

increase of σwithin to three times its claimed value.  For σtotal the false acceptance rate is less than 15% 
for an increase of σtotal three times its claimed value. 

 
These statements show clearly that this protocol assumes that the user can readily achieve the 
performance claimed by the manufacturer.  It can only detect relatively large deviations from claims. This 
further emphasizes that this protocol should be applied only in situations in which the performance of the 
method is already very well characterized.   
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Appendix D.  Sample Data Recording Sheets — Comparison of Patient-Specimens 
Experiment 
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1. Calculation of mean bias in reportable units and percent between the two methods: 
 
 

=
∑

= n

b
b

I

i
i

 _______ 

 
 

==
∑

n

%b
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I

i
i

 _______ 

 
2. Calculation of standard deviations of the bias and percent bias: 
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3. Calculation of verification value for bias in reportable units and percent bias: 

 
Compare calculated bias ( b ) or percent bias ( b% ) to the claimed bias (β ) or the claimed percent 

bias (β ).   

If calculated bias ( b ) or percent bias ( b% ) < claimed bias (β ) or claimed percent bias (β ), 
bias or percent bias has been demonstrated to be consistent with the manufacturer’s claim.  
 
If calculated bias ( b ) or percent bias ( b% )  > claimed bias (β ) or claimed percent bias (β ), 
note that a user’s bias or percent can be greater than the manufacturer’s claim and not be 
statistically different from the claim. 

 

Verification value (bias)= β
n

st
b +

• _______ 

 

Verification value (percent Bias)= β
n

st
%b +

• _______ 

 
Compare calculated bias or percent bias to appropriate verification value.  If calculated bias or 
percent bias is less than appropriate verification value, bias has been demonstrated to be 
consistent with the manufacturer’s claim.  If bias or percent bias exceeds appropriate verification 
value, bias has not been demonstrated to be consistent with the manufacturer’s claim; contact the 
manufacturer. 
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Appendix E.  Example Completed Sample Data Recording Sheets — Comparison of 
Patient-Specimens Experiment 

 
Assume the manufacturer’s claim for bias is 2.0 mg/dL for a glucose method. 
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Figure E1.  Bias Plot of Sample Data from Comparison of Patient Specimens Experiment. The bias 
is indicated by the solid line at 2.05 mg/dL. The ideal bias (zero) is indicated by the dashed line at zero. 
Note that the bias is approximately constant over the concentration range of the experiment. 
 
1. Calculation of mean bias in reportable units and percent between the two methods: 
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2. Calculation of standard deviations of the bias and percent bias: 
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3. Calculation of verification value for bias in reportable units and percent bias: 
 

Compare calculated bias ( b ) or percent bias ( b% ) to the claimed bias (β ) or the claimed percent 

bias (β ).   

If calculated bias ( b ) or percent bias ( b% ) < claimed bias (β ) or claimed percent bias (β ), 
bias or percent bias has been demonstrated to be consistent with the manufacturer’s claim.  
 
If calculated bias ( b ) or percent bias ( b% )  > claimed bias (β ) or claimed percent bias (β ), 
note that a user’s bias or percent can be greater than the manufacturer’s claim and not be 
statistically different from the claim. 
 
Calculated bias (2.50 mg/dL) > claimed bias (2.00 mg/dL); note that a user’s bias can be 
greater than the manufacturer’s claim and not be statistically different from the claim.  It is 
necessary to calculate the verification value and compare calculated bias to the verification 
value. 

 

mg/dL4.46mg/dL2.0
4.47

mg/dL4.332.539
n

st
(bias)valueonVerificati b =+== ••

 

 
The calculated bias (2.50 mg/dL) is less than the verification value (4.46 mg/dL); bias has been 
shown to be consistent with the manufacturer’s claim. 
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NCCLS consensus procedures include an appeals process that is described in detail in Section 9 
of the Administrative Procedures. For further information, contact the Executive Offices or 
visit our website at www.nccls.org. 

 
Summary of Comments and Subcommittee Responses 
 
EP15-P: User Demonstration of Performance for Precision and Accuracy; Proposed Guideline 
 
General 
 
1. Generally the document is fine and presented in a fashion that will allow it to be followed easily in 

the laboratory.  I found the examples in the Appendixes very useful. 
 

There is one point, however, that requires attention.  The document is intended for use when a method 
is being set up and should be applicable to the “widest range of analytes and device complexity.”  The 
experimental design requires the measurement of samples over a maximum of five days. 
 
Most modern analyzers use calibrator materials for setting up assays.  These calibrators may need to 
be run daily or less frequently.  We have found that often the shift due to recalibration is greater than 
the shift in running the QC.  In the method described in this proposed guideline, there is a possibility 
that the experimental work could be carried out without an analyzer recalibration.  The data generated 
could then indicate that the method performance is better than its actual performance over a long 
period of time.   
 
My suggestion is it needs to be stated somewhere in the document that during the five-day 
measurement period, instrument calibration should be performed at least daily.  This would give a 
true indication of the method performance.  
 

• The subcommittee agrees with this comment.  A change in Section 5.2 (5) has been made as 
follows: “Calibrate as specified in the manufacturer’s instructions for operators.  If the 
manufacturer indicates in its claim that its precision data were generated over multiple 
calibration cycles, then the operator may choose to recalibrate during the experiment.” 

Section 4.2 
 
2. As a leading manufacturer for control products, we are concerned about the emphasis placed on 

manufacturer recommendations in Section 4.2.  We believe credible anecdotal evidence exists that 
suggests manufacturer’s control products are not always “unbiased.”  We would suggest the 
following alternative wording for the third sentence:  “Often the easiest way to demonstrate this 
during an evaluation is to use assayed control materials that are well characterized by the laboratory 
or by peer-group analysis.”  

 
• To address these concerns, the subcommittee has added or changed the text as follows: in 

Section 4.1, last sentence changed to:  “Training should include the use of actual sample 
material (including pools, controls, leftover patient specimens, or any other test materials 
appropriate for the device).”  In Section 4.2, last sentence changed to read:  “To demonstrate 
this during an evaluation, use the control procedures recommended by the manufacturer.”  In 
addition, the following text has been added to the end of Section 4.2:  “Due to the short duration 
of this protocol, the estimated standard deviations should not be used by themselves to establish 
quality control ranges.  For guidance on establishing ongoing quality control procedures, refer 
to the most current edition of NCCLS document C24—Statistical Quality Control for 
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Quantitative Measurements: Principles and Definitions.”  This reference has also been added to 
the section on Related NCCLS Publications at the end of the document.    

 
Section 6 
 
3. (Section 6, Demonstration of Accuracy, page 10): Please consider adding the following sentence:  

“Manufacturer’s instructions should be followed for collection and handling of patients’ specimens to 
be assayed on the manufacturer’s instrument.” 

 
• The subcommittee agrees with this comment.  The following text has been added to Section 6.1 

after the fourth sentence in Section 6.1 (1):  “Follow the manufacturer’s instructions for 
collection and handling of patients’ specimens to be assayed on the test system.”   
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Summary of Delegate Comments and Subcommittee Responses 
 
EP15-A: User Demonstration of Performance for Precision and Accuracy; Approved Guideline 
 
General  
 
1. This is excellent guidance for assays that have reportable ranges. I would like to see similar guidance 

for tests that have no reportable range, but produce a “positive” or “negative” result only. 
 
• The subcommittee appreciates the compliment and will forward the commenter’s suggestion 

for development of a guideline for qualitative result reporting to the appropriate area 
committee. 

 
2. A few years ago, NCCLS decided to accept the Secretariat of ISO TC 212, Clinical Laboratory 

Testing and in vitro Diagnostic Test Systems. This fact should have consequences on the terminology 
used in NCCLS standards. We think that NCCLS should incorporate the metrological concepts and 
terms recommended by ISO (and endorsed by IFCC and IUPAC). For this reason, we have made 
corrections on the draft in order that this document is consistent with ISO metrological terminology 
for clinical laboratory science. 

 
• NCCLS recognizes that harmonization of definitions facilitates global application of standards, 

and will remain steadfast in its commitment to global harmonization of nomenclature by 
employing terminology in its documents that is generally used internationally. This initiative 
includes a mechanism to resolve ISO/CEN/ NCCLS differences in nomenclature.  

 
However, NCCLS is also aware that legally required use of terms, regional usage, and different 
consensus timelines are all obstacles; therefore, implementation of this policy must be an 
evolutionary and educational process that begins with new projects and revisions of existing 
documents. This document is scheduled for revision in 2004; at that time, all definitions will be 
reviewed for consistency with international use, and revised appropriately. More specifically, 
the users of EP15-A should understand that the fundamental meanings of the terms (e.g., 
accuracy vs. trueness; analytical method vs. measurement procedure; analyte vs. quantity) are 
identical, and to facilitate understanding, all equivalent terms are included in the guideline's 
Definitions section. 

 
3. One overall comment. These methods described here are extremely sensitive to the assumption of 

Normality, although this is not mentioned in the text.  Essentially, the observations need to be 
normally distributed around their respective within-run means. Also, the day-to-day effects need to be 
normally distributed around the grand mean of the experiment. 

 
• The subcommittee appreciates the comment, yet believes that incorporating the concept of 

Normality will not aid in clarifying the intended use of the guideline.  
 
4. The mathematics is very good to see, though the work sheets remind me of Schedule D of the IRS 

form 1040.  There isn’t much you can do about this and still give you something that 
nonmathematician’s can use. 

 
• The approach described in this protocol measures the precision and bias of the method and 

compares the measured quantities to the manufacturer’s claims. Inevitably, some mathematics 
is required in this process; however, the subcommittee has made attempts to minimize the 
mathematics required to make reliable decisions about the observed performance for precision 
and accuracy. 
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5. I believe there is little benefit to attempting to demonstrate that some sources of variability can be 

reproduced when the power of the testing is limited and confidence in the conclusion is questionable. 
For example, evaluating the reproducibility of calibration or reagent lots (with approximately three 
calibrations—and lot variability is not mentioned) is not justifiable, considering the scope of the 
project. 

 
• As recommended in Section 5.2 (5), the user may perform multiple calibrations if the 

manufacturer has included them in the precision claims. It is not the intent of this guideline to 
require multiple calibrations.  

 
6. The protocol should be restructured to clearly state that manufacturer’s claims for within-run and total 

within-lab precision (text uses total precision) may be verified by a five-day precision test, 2 runs per 
day. 

 
• The subcommittee understands this comment to suggest the use of “total within-lab precision” 

instead of simply "total precision." The subcommittee believes this has been accomplished in 
Paragraph 2.2. 

 
7. Including multiple calibration events within this five-day evaluation period is not appropriate. 
 
• As stated above, it is not the intent of this guideline to require multiple calibrations.  
 
8. Comparison of patient specimen results to another is logistically difficult and very expensive. Issues 

can also arise about qualifying the comparative method, which is beyond the scope or intention of 
these demonstrations. Therefore, patient comparison experiments are a valid, but impractical, second 
choice. 

 
• The subcommittee chose bias calculated from the patient sample comparison of methods 

experiment as the primary method for demonstrating accuracy to align with companion 
document EP9—Method Comparison and Bias Estimation Using Patient Samples, which 
recommends stating bias as the outcome of the comparison of methods experiment. This 
guideline recommends that the user compare to the same method employed as the comparative 
method by the manufacturer, in order for bias to have any meaning. The qualification of the 
comparative method is not in question here; it is the one chosen by the manufacturer for his 
claim. 

 
9. The protocol should clearly state that a calibration verification step should be completed before 

accuracy is assessed. If calibration is verified, then, the protocol should be completed using a single 
calibration. 

 
• The subcommittee agrees that the accuracy protocol should mention calibration, however, 

calibration verification is not necessary. For many analytes, the choice of materials for 
calibration verification is limited. Text added to Section 4 suggests calibration should be 
verified during this period, if appropriate. 

 
Foreword 
 
10. Evaluation, as defined here, is not consistent with standard English: the act of evaluation (the 

definition of “-tion” is the act of). 
 
• The term “evaluation” has been redefined as follows, “a measurement of the analytical 

performance characteristics of a new method by means of laboratory experiments.” 
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11. Paragraph 3. Consistency with peer group is only a possible outcome if PT materials are used for 

demonstrating accuracy. 
 
• The first sentence of this paragraph has been revised to read, “This guideline has been 

developed to guide the user through minimum studies necessary to demonstrate that the user 
can obtain precision and accuracy performance consistent with the manufacturer's claims, and, 
if proficiency testing materials are used, consistent with the test system's peer group, as well.” 

 
Introduction 
 
12. The use of “within-run” and “total” precision is obsolete. The internationally accepted terms, which 

appear to be very understandable to all users, are “repeatability” and “reproducibility” respectively. 
 
• The terms “within-run precision” and “total precision” have been maintained for consistency 

with companion document EP5, Evaluation of Precision Performance of Clinical Chemistry 
Devices, but the definitions section has been revised and compares the definitions for 
repeatability and reproducibility to “within-run precision” and “total precision.” See also 
Comment No. 2 and the Note on Terminology in the Foreword. 

 
Section 1.1 
 
13. Paragraph 5. “Peer group” might not be obvious to the audience. 
 
• As recommended, the term “Peer group” has been added to Section 4 Definitions.  
 
14. Paragraph 7. No protocol will “make” a product’s claims meet the goal. The intent, I think, is to use 

more rigorous protocols to obtain higher confidence in the findings. 
 
• The text has been modified for clarity. The sentence now reads, “Other more rigorous NCCLS 

protocols should be employed to validate the method’s performance against the user’s needs.” 
 
Section 2.3 
 
15. Paragraph 1. Reverse the options in Section 6, switch options (a) and (b) to demonstrate preference 

for ease of use reasons. 
 
• The order in which the options for an accuracy evaluation experiment are presented in this 

guideline will be maintained to ensure consistency with companion document EP5—Evaluation 
of Precision Performance of Clinical Chemistry Devices.  

 
16. Section 2.3(b). PT materials are not the only assayed materials that can be used to demonstrate 

accuracy.  
 
• As stated in Section 2.3(b), “Accuracy may be assessed by analyzing proficiency test materials 

and other assayed materials.” A description of acceptable assayed materials is provided in 
Section 6.2, “Recovery of Expected Values from Assayed Reference Materials.”   

 
17. “Measure,” (not “analyze”) is the accepted term for these actions. 
 
• The subcommittee appreciates this comment. The subcommittee reached consensus on language 

used in this section; therefore, the term “analyze” will be maintained so as to be consistent with 
EP5—Evaluation of Precision Performance of Clinical Chemistry Devices.  
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Section 3 
 
18. I agree with the VIM/ISO co-definitions. However for “total error,” I recommend removing the words 

“maximum permissible.” The use of “total error” is a measured error, rather than a goal. 
 
• The text has been modified as recommended. 
 
Section 4.3 
 
19. In the last sentence, material should be “as close as possible to human whole blood” but should not 

necessarily preclude the use of animal cells and for plasma. 
 
• The text does not preclude the use of animal materials as long as they are “as close as possible 

to human whole blood.” The key point is that the material should mimic a patient specimen as 
closely as possible. 

 
20. Paragraph 1, line 2. Precision might not be related to concentration, and it is not the justification to 

measure performance at the medical decision levels. 
 
• The text has been modified to read, “... analyte concentrations should be focused at or near 

medical decision points." 
 
21. Paragraph 1. Not all products come with a package insert. It is common for instructions to be sent 

separately for many systems. 
 
• The text has been modified to read “(This information is in the package insert or instructions 

for use provided by the manufacturer of the test system under evaluation.)” 
 
Section 5.1 
 
22. Paragraph 2. False rejection is not a common term for this audience. 
 
•  A parenthetical statement has been added to refer the user to Appendix C for detailed 

information on statistical false rejection rate.  
 
23. Paragraph 2 …maximum of two analyte levels ...There could be some misleading estimation of 

variances if two levels are very different yet their CVs are constant, the higher level will be 
underestimated and the lower level will be overestimated. One of the proper approaches could be 
restricting two levels to be variation compatible or homogeneous, within-run and between-run. If 
there is no information about the variation compatibility, the estimation should be performed by level. 

 
• Although this is a theoretical possibility, the designs should, in most cases, be the same as they 

are based on the ratio of the within-run variance to the total variance, and not the within-run 
variance to between-run variance. The design provides quite a bit of leverage in the values that 
the within-run and between-run variances can assume and does not assume that the within-run 
and the between-run variances are the same across levels. 

 
For example, at level 1 the within-run variance could be 55% of the total and the between-run 
variance could be 45% of the total; while at level 2 the within-run variance could be 20% of the 
total and the between-run variance could be 80% of the total. In either case the design would be 
the same since the σ within-run < 2/3 σ total. 
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24. Paragraph 2. What will the 5% rejection rate and the sample sizes stated yield (i.e., what would be the 

resultant power or accuracy)? From a statistical point of view, this is an incomplete procedure without 
indicating resultant power or accuracy. The number of days and number of runs per day depend upon 
between-day and within-day variances. A “one-size-fits-all” approach may be misleading when 
drawing conclusions. 

 
• The power of the test for the different experimental designs suggested in this guideline is 

discussed in Appendix C. While it is true that more replicates could improve the estimation of 
the within variability, the design chosen does have a power of 90%. While experimental designs 
for every combination of between and within day variances could be derived, the design 
suggested is optimal for when σ within-run > 2/3 σ total and σ within-run < 2/3 σ total. 
 
The objective of this guideline is to demonstrate, using a minimal design, that the precision and 
accuracy of a method are consistent with the claims of the manufacturer. Further conclusions 
relative to the precision or accuracy of the method, based on this minimal design should not be 
drawn. As stated in the Foreword, it is assumed that the method’s performance has been 
evaluated using protocols designed to validate and verify performance. 

 
25. Paragraph 2 (b)”With σ within > 2/3 σ total ...” It is understood that fewer days would be needed because 

the between-run variation decreased, but why fewer replicates per day as well while the within-
variation increased? More replicates per run could improve the estimation of within variation when 
this variation was known to be large. I could not understand why the number of replicates is reduced. 
It would be nice to provide reference(s) addressed how these results were concluded. 

 
• See the subcommittee response to Comment 23 above. 
 
Section 5.4 
 
26. It would be useful to indicate in this section that the analysis is performed separately for each 

concentration level. It becomes obvious later when working through the statistical reasoning in the 
Appendix, but it bears noting in the beginning of this section.  

 
• The text in the last sentence has been modified to read: “Separate calculations should be 

performed for each level of concentration.” 
 
Section 5.4.1 
 
27. Equation for Swithin: the initial limits of summation are missing on both summations.  They should be 

d=1 and i=1. 
 
• The equation has been modified to provide initial limits of summation as suggested. 
 
28. Last line. Change “may be incorrect” to “will be incorrect.” The Swithin will be underestimated because 

the denominator D (n-1) will be larger than the actual degrees of freedom. 
 
• The text has been modified as suggested. 
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Section 5.4.2 

29.        Bs
n

1n 2
withintotal

+
−

= •s  

 
Why use (n-1)/n s²within? The estimated within and between variances are unbiased. The adjustment 
(n-1)/n makes the within variance a biased estimator. It is not quite logical to me that the total 
variance is the sum of a biased estimator and an unbiased estimator. One can use either the sum of 
unbiased estimators or sum of biased estimators (i.e., maximum likelihood estimators). But one has to 
be cautious because n and D are small as the procedure suggested. It could result in different 
conclusion when divided by n or n-1, and by D or D-1. People use different estimators in different 
situations but it is odd to take the sum of a biased estimator and an unbiased estimator. If this sum has 
to be used as the estimation of total variance, references should be provided. 

 
• The estimates are MLEs, and hence, do not have to be unbiased. The estimations of all of these 

quantities are identical to those presented in NCCLS document EP-5—Evaluation of Precision 
Performance of Clinical Chemistry Devices.  

 
Section 5.5 
 
30. Paragraph 1 (2) and paragraph 2 (2). The sections using sophisticated statistical terms need more 

clarity. I am generally familiar with these terms, but I could not understand what “C for these testing 
points” meant. 

 
• As stated, the percentage point “C” is a chi-squared value. Users are referred to Table 1 for a 

list of values for “C.”  
 
31. 1 - α / ℓ 
 

When more than one level is used, the procedure assumes that the within-run and between-run 
variances are compatible or “same” across levels. This is the reason that the procedure ends up with 
one estimator for the within-run and one for the between-run. I am not sure what the purpose is for 
this adjustment. If the assumption of compatible variations is in doubt, this adjustment will not make 
it correct or compensate anything. The estimation will always be either underestimated or 
overestimated. 

 
• See the response to comment 22 above. 

 
Section 5.6 
 
32. Section 5.6 (2). The parenthetical statement after (2) should read “chi-squared,” not “chi-square.” 
 
• This editorial correction has been made to the text. 
 

An NCCLS global consensus guideline. ©NCCLS.  All rights reserved. 44



Volume 21 EP15-A
 
Section 6 
 
33. Section 6 (1). This option is presented as too strong a preference. Do not use “should be performed.” 

This must be given as the second option because it is much more expensive, more complicated, and 
brings up issues about qualifications of the test comparison – very often out of the small lab’s control 
or knowledge.  

 
• The protocol described in Section 6 “Demonstration of Accuracy” is provided as a 

recommendation to users. The remainder of the paragraph provides the subcommittee’s 
rationale for the precedence of the experiment.  

 
34. Section 6 (1), last sentence, I recommend that the wording be changed to read as follows: The 

comparison of patient specimens can also form the basis of establishing the relationship between 
multiple methods. This will ensure the laboratory’s ability to provide equivalent results irrespective of 
which method is used to assay a patient specimen (see..).” 

 
• The text has been modified as suggested. 
 
Section 6.1 
 
35. Section 6.1, paragraph 2. A discussion as to whether the testing should be done using a single 

determination or replicates would be of value. 
 
• The text of paragraph 3 has been modified to address the comment. It reads as follows: “The 

experimental protocol for comparing results of patient specimen testing in this guideline has 
been designed as a demonstration protocol. To keep the experimental work simple, each patient 
specimen is tested singly by the comparative and test methods. Because it has relatively low 
power to detect bias between methods, it should only be employed when the user anticipates 
close agreement between the methods. Otherwise, the user should employ NCCLS document 
EP9, Method Comparison and Bias Estimation Using Patient Samples, because it includes more 
patient specimens and testing in duplicate by both methods.” 

 
36. Section 6.1 (5) and (6). Initial limits of summation are missing on both summations. They should be 

i=1 in all four equations. 
 
• The equations have been modified to provide initial limits of summation as suggested.  
 
37. Paragraph 2, lines 1-3. These sections are inconsistent with the scope of this project. Consistent 

accuracy with the manufacturer’s claim is not a relevant concept. The object is to demonstrate 
accuracy with a simple procedure so any reference to comparing to the method the manufacturer 
might have used is irrelevant.  

 
• Paragraph 3 of the Foreword states that this is the scope of the project. 
 
38. Section 6.1 (1), line 9. The decision to use stored specimens must primarily be based on the 

manufacturer’s instruction, even for abnormal concentrations. 
 
• The sentence has been modified to read, “If stored specimens are used, they should be 

refrigerated, if consistent with analyte stability and manufacturer's instructions, to avoid 
possible artifacts introduced in the freeze-thaw cycle.” 
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39. Section 6.1, (1) line 3. Instructions should include the precaution that samples containing known 

interferences should not be included in the comparison study. The user should refer to both 
manufacturers’ instructions for use. 

 
• An additional sentence has been added to caution users, after the third sentence that ends 

“...test methods.” “Exclude specimens containing substances identified as interferents (in the 
manufacturer's instructions) for either the test method or comparative method.” 

 
40. The recommendation in section 6.1(1) that “assays by each method should be completed within four 

hours of each other in the same day” is rather restrictive for many analytes that are relatively stable 
when handled properly and not restrictive enough for some (like CO2). Since analyte instability will 
tend to cause random deviations in the result comparisons of varying magnitude but in a consistent 
direction; and since the recommendation I made in this section to examine the assay results after each 
testing event, this four-hour recommended time window is probably not necessary. I suggest using the 
manufacturer’s strong recommendations for the methods and evaluating for possible aging effects by 
looking for unexpected, random, undirectional deviations in comparison results. Note that if my 
comparative method is sending the sample to a reference lab, the four-hour window is not feasible at 
all. 

 
• Section 6.1 has been modified to include the manufacturer’s recommendation for specimen 

stability. The recommendation of a four-hour time window is included in order to prevent small 
specimen stability problems from appearing to be bias between the two methods. 

 
Section 6.1.1 
 
41. Section 6.1.1 (2). Clarification is needed for (100-α) percent point. 
 
• The text has been modified to clarify the (100-α) percentage point referred to in (2). 
 
42. Paragraph 3 (3). This section needs to be revised. Manufacturers generally describe accuracy (or bias) 

by correlation parameters (usually as slope and intercept), without a value of uncertainty for the 
correlation. 

 
• Section 6.1 (paragraphs 4 through 6) provides a description and calculation for bias. 
 
43. In regards to the Note in this section, what if “bias” is not constant throughout the reportable range? 
 
• The Note has been changed to read “This method can be used to test the bias only when the bias 

or percent bias is constant throughout the reportable range, or to test the biases or percent 
biases calculated by splitting the data as described in Section 6.1 (4).” 

 
Section 6.2 
 
44. Paragraph 1, line 5. This is a misleading statement that decreases the confidence a reader would have 

in reference materials. In most cases, the matrix does not affect recovery. 
 
• The subcommittee agrees with the commentor. The wording has been changed to read,  “The 

difference in matrix may cause an altered analytical response which is unique to a particular 
material-method combination.” 
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45. Paragraph 1, line 9. The use of assayed controls does not limit their use to peer group evaluation if the 

values can be shown to be traceable to a reference material or method.  
 
• The subcommittee believes the wording of the sentence is clear, i.e., the value was assigned 

specifically for the method of interest. The remainder of the paragraph explains the 
subcommittee's rationale for this statement. The final sentence recommends that the 
manufacturer should be consulted for advice regarding appropriate reference materials for 
validation of accuracy. 

 
46. Section 6.2 (d). Are there “regional QC programs anymore, now that CAP stopped theirs? Perhaps 

change “regional” to “interlaboratory” or “manufacturer sponsored.” 
 
• The text has been modified to read: “interlaboratory quality control program.” 
 
Section 6.2.1 
 
47. Section 6.2.1 (1), line 2. Delete reference to simulating proficiency testing. The objective of this 

guideline is not to assure passing PT. 
 
• This guideline presents a mechanism by which users can demonstrate the precision and 

accuracy of a test method following a PT failure. The subcommittee believes it is appropriate to 
recommend simulating PT as an example. 

 
Appendix C 
 
48. Add the following text to the end of paragraph 5, “to detect a specified alternative with the same 

degree of power.” 
 
• The text has been modified to read: “Unfortunately, lowering the single-level false rejection rate 

increases the required amount of data to detect a difference between the observed precision and 
the manufacturer’s claimed precision with the same degree of power.” 

 
49. Last paragraph. Provide some assistance for how a user can decide if a method is well characterized.  
 
• The issue of characterization is discussed in the fourth paragraph of the Foreword. 
 
50. In the next-to-last paragraph, the third sentence gives an example where 10 analyte levels leads to a 

40% chance of at least one false rejection. In this document, we only refer to 2,3,4 levels (Table 1, 
page 9). Perhaps we should change the example to state 4 levels instead of 10, and the chance of false 
rejection exceeds 18% instead of 40%. 

 
• The subcommittee agrees. The text has been changed.   
 
51. Figure E1, it appears that “bias” is not constant over the concentration range, contrary to the 

statement under the figure. This could be fixed by changing one or two of the data points in the range 
<100 (and the corresponding calculations in the worksheets).  

 
• The subcommittee agrees. The data set and corresponding calculations have been revised. 
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Related NCCLS Publications* 
 
C24-A2   Statistical Quality Control for Quantitative Measurements: Principles and 

Definitions; Approved Guideline—Second Edition (1999). This guideline provides 
definitions of analytical intervals; plans for quality control procedures; and guidance for 
quality control applications. 

  
C28-A2 How to Define and Determine Reference Intervals in the Clinical Laboratory; 

Approved Guideline (2000). This document provides guidance for determining reference 
values and reference intervals for quantitative clinical laboratory tests. 

  
EP5-A Evaluation of Precision Performance of Clinical Chemistry Devices; Approved 

Guideline (1999). This document offers guidelines for designing an experiment to 
evaluate the precision performance of clinical chemistry devices; recommendations on 
comparing the resulting precision estimates with manufacturer’s precision performance 
claims and determining when such comparisons are valid; and manufacturer’s guidelines 
for establishing claims. 

  
EP6-P2  Evaluation of the Linearity of Quantitative Analytical Methods; Proposed 

Guideline–Second Edition (2001). This document provides guidance for characterizing 
the linearity of a method during a method evaluation; for checking linearity as part of 
routine quality assurance; and for determining and stating a manufacturer’s claim for 
linear range.  

  
EP7-P  Interference Testing in Clinical Chemistry; Proposed Guideline (1986). This 

document provides background information and procedures for characterizing the effects 
of interfering substances on test results.  

  
EP9-A  Method Comparison and Bias Estimation Using Patient Samples; Approved 

Guideline (1995). This document addresses procedures for determining the bias between 
two clinical methods or devices and design of a method comparison experiment using split 
patient samples and data analysis. 

  
EP10-A Preliminary Evaluation of Quantitative Clinical Laboratory Methods; Approved 

Guideline (1998). This guideline addresses experimental design and data analysis for 
preliminary evaluation of the performance of an analytical method or device. 

  
GP10-A Assessment of the Clinical Accuracy of Laboratory Tests Using Receiver Operating 

Characteristic (ROC) Plots; Approved Guideline (1995). This document describes the 
design of a study to evaluate clinical accuracy of laboratory tests; procedures for preparing 
ROC curves; glossary of terms; and information on computer software programs.  

  
NRSCL8-A 
 
 
 

Terminology and Definitions for Use in NCCLS Documents; Approved Standard 
(1998). This document provides standard definitions for use in NCCLS standards and 
guidelines, and for submitting candidate reference methods and materials to the National 
Reference System for the Clinical Laboratory (NRSCL). 

 

 
* Proposed- and tentative-level documents are being advanced through the NCCLS consensus process; therefore, readers should 
refer to the most recent editions. 
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