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# 1.目的

为切实做好网络突发事件的防范和应急处理工作，提高预防和控制网络突发事件的能力和水平，减轻或消除突发事件的危害和影响，确保网络与信息安全，特制定本应急程序。

# 2.范围

本程序适用于XXX公司医疗网络安全应急。

# 3.职责

# 4.术语

# 5.程序

## 5.1网络安全事件风险管理

网络安全事件应纳入风险管理的范围，正确识别网络安全事件引入的风险，进行风险评估，必要时制订适当的风险控制措施降低风险等级到合理可接受水平。产品上市后，应对实际发生的网络安全事件进行评估，以确认既有的风险控制措施是否充分。

## 5.2应急响应措施验证

## 5.2.1黑客攻击事件紧急处置措施

5.2.1.1当发现黑客正在进行攻击时或者已经被攻击时，首先将被攻击的服务器等设备从网络中隔离出来，保护现场，并将有关情况向本单位信息化领导小组汇报。

5.2.1.2信息安全相关负责人应在接到通知后立即赶到现场，对现场进行分析，并做好记录，必要时上报主管部门。

5.2.1.3恢复与重建被攻击或破坏系统。

5.2.1.4信息化领导小组召开会议，如认为事态严重，则立即向市政府信息化办公室和公安部门报警。

## 5.2.2病毒事件紧急处置措施

5.2.2.1当发现有计算机被感染上病毒后，应立即向信息安全负责人报告，将该机从网络上隔离开来。

5.2.2.2信息安全相关负责人员在接到通报后立即赶到现场。

5.2.2.3对该设备的硬盘进行数据备份。

5.2.2.4启用反病毒软件对该机进行杀毒处理，同时通过病毒检测软件对其他机器进行病毒扫描和清除工作。

5.2.2.5如果现行反病毒软件无法清除该病毒，应立即向本单位信息化领导小组报告，并迅速联系有关产品商研究解决。

5.2.2.6信息化领导小组开会研究，认为情况严重的，应立即市政府信息化办公室和公安部门报警。

## 5.2.3软件系统遭破坏性攻击的紧急处置措施

5.2.3.1重要的软件系统平时必须存有备份，与软件系统相对应的数据必须按本单位容灾备份规定的间隔按时进行备份，并将它们保存于安全处。

5.2.3.2一旦软件遭到破坏性攻击，应立即向信息安全负责人报告，并将该系统停止运行。

5.2.3.3检查信息系统的日志等资料，确定攻击来源，并将有关情况向本单位信息化领导小组汇报，再恢复软件系统和数据。

5.2.3.4信息化领导小组召开会议，如认为事态严重，则立即市政府信息化办公室和公安部门报警。

## 5.2.4数据库安全紧急处置措施

5.2.4.1对于重要的信息系统，主要数据库系统应按双机设备设置，并至少要准备两个以上数据库备份，平时一个备份放在机房，另一个备份放在另一安全的建筑物中。

5.2.4.2一旦数据库崩溃，值班人员应立即启动备用系统，并向信息安全负责人报告。

5.2.4.3在备用系统运行期间；信息安全工作人员应对主机系统进行维修并作数据恢复。

5.2.4.4如果两套系统均崩溃而无法恢复，应立即向有关厂商请求紧急支援。

## 5.2.5广域网外部线路中断紧急处置措施

5.2.5.1广域网线路中断后，值班人员应立即向信息安全负责人报告。

5.2.5.2信息安全相关负责人员接到报告后，应迅速判断故障节点，查明故障原因。

5.2.5.3如属我方管辖范围，由信息安全工作人员立即予以恢复。

5.2.5.4如属电信部门管辖范围，立即与电信维护部门联系，要求修复。

5.2.5.5如有必要，向本单位信息化领导小组汇报。

## 5.2.6局域网中断紧急处置措施

5.2.6.1设备管理部门平时应准备好网络备用设备，存放在指定的位置。

5.2.6.2局域网中断后，信息安全相关负责人员应立即判断故节点，查明故障原因，并向网络安全组组长汇报。

5.2.6.3如属线路故障，应重新安装线路。

5.2.6.4如属路由器、交换机等网络设备故障，应立即从指定位置将备用设备取出接上，并调试通畅。

5.2.6.5如属路由器、交换机配置文件破坏，应迅速按照要求重新配置，并调测通畅。

5.2.6.6如有必要，向本单位信息化领导小组汇报。

## 5.2.7设备安全紧急处置措施

5.2.7.1服务器等关键设备损坏后，值班人员应立即向信息安全负责人报告。

5.2.7.2信息安全相关负责人员立即查明原因。

5.2.7.3如果能够自行恢复，应立即用备件替换受损部件。

5.2.7.4如属不能自行恢复的，立即与设备提供商联系，请求派维护人员前来维修。

5.2.7.5如果设备一时不能修复，应向本单位信息化领导小组汇报。

## 5.3用户告知、召回

发生网络安全事件后，研发生产部应及时评估事件对软件产品安全有效性的影响，以及如何采取措施降低该影响。当措施影响已注册发布的软件产品时，应遵照《不良事件、忠告性通知及召回管理程序》通知客户或进行产品召回。

# 6.相关文档

《不良事件、忠告性通知及召回管理程序》

# 7.相关记录

